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o Hannes Sakuiin, CERN/PH
CMS Magnet Test and Cosmic Challenge

m Since 2000: Have been assembling CMS in a surface building

Modular design: 5 wheels and 6 endcap disks
that can be (and partly have been) lowered, separately

Assembly of yoke, installation of detectors, solenoid, service, cabling
Cope with civil engineering schedule
m In 2006: Major parts of commissioning
on the surface
Magnet Test
» Closing and opening of CMS

m Coil commissioning to 4 Tesla
= ODbtain detailed field map

In parallel: Cosmic Challenge

Provisional

» Operate ~1/20 of CMS integrated with Countilng and
central services, trigger, DAQ Coﬁ‘téc;efeonom-
= Take combined data with cosmic muons Barrack”

Underground service
Two Phases and detector caverns

m Phase 1: operate (parts of) all participating CMS detectors
= Phase 2: Field mapping, operate without tracker and ECAL
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1 E

Cosmic Challenge detector
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muon system
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Tracker modules (~1%)
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Installation

1 Muon Chambers

e

Tracker
Insertion
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Closing and Opening CMS

Closed CMS without
major problems

Air-pads and grease pads
used to move the 5 barrel wheels
and 6 endcap disks
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Commissioning of 4T superconducting coll

4-layer coil winding

2005: insertion into cryostat Feb 2006: smooth cool-down to 4K
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Fleld Mapplng m 10 Hall sensors

| m 2 NMR probes at r=0m, r=1.72m (=HCAL inner radius)
during Phase 2 m Map entire volume inside HCAL
1 48 positions in phi
1 142 positions in z
1 ~50 hours per map

m Field mapping performed at OT, 2T, 3.5T, 3T, 3.8T, 4T

NMR and Hall probe measurements & TOSCA Simulation
atr=1.72m, ho\rizontal plane (NMR and NBS at ¢=0, PBS at ¢=180)

4.10 Fo — — 5
] \ Measured current 19140 A | —
4.05 : Calc. current: 19259 A - 4 c
z = - =
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] (@)
— . -
— 395 8
m ] X 1
3.90 ; &H %
] XX&‘+ G)
3.85 | =
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3.80 <+ X
] Tppd Vg o
3.75 . T T T I — ! . -2
Fleld Mapper non_magnetlc -3.5 -2.5 -1.5 .-(.).5 / 0.5 1.5 2.5 3.5
device on special rails, air- Z position / m
. . . —e—B(Prop. NMR), T  —o— B(PBS), T —=—B(NBS), T —— B(NMR) calc SX5, T —— B(NBS) calc SX5, T
d”Ven meChanICS ( B-fleld!): —— B(PBS) calc SX5, T dB(NMR), mT —— dB(NBS), mT —+— dB(PBS), mT

0(10-4) preCiSion at 4T PBS: positive B sensor, NBS: negative B sensor Very gOOd ag reement between

measurement and simulation !
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Cosmic Challenge: Trigger System

m Most components of final trigger system tested

m Two alternative setups

“Full” trigger chain
m Local Triggers = Regional Triggers = Global Muon Trigger / Global Trigger
= Trigger decision and Trigger Control in Global Trigger
Local Trigger Setup
= Trigger decision in regional muon and calorimeter triggers
= Trigger distribution and Trigger Control in Local Trigger Board

m Successfully synchronized entire trigger system

More difficult with cosmic
muons than at LHC

Main Triggers used (plus many others for dedicated studies)

DT Inclusive : = 2 chambers (same sector & wheel)

DT Pointing to center of detector  (constraint on n segments)
CSC: Single chamber (= 4/6 layers) or two-chamber coincidence
RPC: = 5/6 planes (single wheel)

RPC pointing : =2 5/6 planes in wheel 1 or 2, pointing to center

HCAL: Coincidence of Minimum lonizing Particle (MIP) signals in
upper and lower part of HCAL Barrel (HB) detectors

Trigger Rate (cosmics)

100 .. 300 Hz
(final CMS: 100 kHz)




Cosmic Challenge: Central DAQ System o
Scaled-down setup of
final hardware and software
Front-end Drivers (18 / 650)

(MTCC / final CMS)

Trigger Throttling System
1 Fast Merging Module per detector (5/52)

—
I I I I\ custom-built compact PCI

Front-end Readout Links (19 / 500)
custom-built compact PCI

L1 Trigger From Detector Front-end Electronics

CsC DT RPC HCAL lECAL Tracker

optic \
links

Myrinet Super-Fragment-Builder
1 super-fragment per detector (6/72)

RU Gigabit Ethernet Event Builder
S Single slice (1/8)
1 Event Manager A
!!!! 1 Readout Unit per detector 4
: : (6 / 72x8) o
LI I L] Builder Units 5 Builder Units (5/288x8) | 3
(@]
=== = = Filter Units Eilter Earm GE)
10 Filter Units (10 / 288x8) S
P Storage Manager h h 1 Storage Manager (1/8) J O

- Local disk (RAID array) ,
Event Data Quality Event Size

v - .
to Tier 0 (CERN) & remote sites Display ~ Monitoring 200 kB (final CMS: 1MB)
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Data Taking with central DAQ

m All software for detectors, trigger, DAQ controlled by Run Control System
m All software monitored using common Monitoring Infrastructure
m Operated round-the clock (when field was on)

m Good data taking efficiency
effort of shift crew to keep error recovery time short

flexible central DAQ system: possibility to quickly disable subsystems or individual
FEDs at start of run (,masking®)
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- = _ —HC
§ 16 B=0T B>3.8T 0T HCAL -
W 1af- 4 2160 || TR 4~
é 12% . . i g 120 — Magnet Field ‘—\ T s -
= 10~ Nigh moran hours = 2 %/‘ 0
C ] L
8- 1 2 80 —t 2%
6 - E c
a4 = 40 i 18
2F . | =
0:| o A 0 - ! ! ! ‘ 0
24/08 25/08 26/08 27/08 28/08 29/08 7-Oct 14-Oct 21-Oct 28-Oct 4-Nov
Phase 1 (with Tracker and ECAL) Phase 2 (without Tra  cker and ECAL)
15 + 10 Mio events with / without field ~100 Mio events for global reconstruction

5k + 6.5k ,central” tracks (hitting MTCC tracker)  and dedicated sub-detector studies
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Selected results
Tracker

m ~ 10k tracks reconstructed — mostly
triggered by ‘pointing’ triggers

m Signal to noise ratio as expected:
28 (34) for thin (thick) sensors

m Pedestals and electronic noise not
significantly influenced by B-field:
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Hannes Sakulin, CERN/PH

ECAL

m Observed muons in coincidence with
Tracker and muon chambers (special
muon selection for MTCC)

Super-module 13

— 0.0 T Entries 39362

ue

S 4 L [T 3.8 T Entries 35989

10.015

10 20 30 0 80

3x3 Cluster amplitude for muon events / ADC

1 ADC =9 MeV

Muon signal
unchanged by B-field

m Channel electronics noise exactly as
envisaged: 40 MeV

m Pedestal r.-m.s unchanged by B-field
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Selected results: HCAL

m Muon signals observed in all parts of HCAL using DT and CSC triggers

m Used HCAL to generate MIP triggers

m Problem found in HCAL Outer Barrel (HO): Increased cross-talk between
Hybrid Photo-Diode pixels in magnetic field

Cause: angle of field to HPD axis found to be 25°( 559 different from simulation
in wheels 1 and 2 (wheel 0)

Solution: move Hybrid Photo-Diode boxes deeper into gap (different field conditions)

s00

pix1d 15 he’ T T

Black plot

Position at B=4T ’

600

500

LED signal in three
adjacent pixels (fC)
g
IIII|IIII|IIII|IIII|IIII|IIII|IIII|IIII

Green plot 300 Wheel 1
Red plOt P 200
100 ;— iﬁ
0 N T T E
e — 0] 2 4
Position at B=0T ’ Mag. Field / T

LED signal moves away from corner of three
adjacent pixels of Hybrid Photo-Diode
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Selected results: Muon Systems

m All three muon systems successfully used, both in
trigger and reconstruction

1 Modified track-finding algorithms
without vertex constraint More details:
= Many dedicated studies presentation by M. Fernandez (Friday)

1 E.g. Influence of B-field on drift velocity in drift tubes

correlated segments

single super-layer
segments

\
B=4T segment found in n-layer
Drift Tube event display Cathode Strip Chamber event display
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Muon spectra

& 500F - & [
%450;— Jiy 2 ¢ B=0 ;;:m
3 400f ; 3 300f .
mz_ : Azimuthal
380 250 L
300 E distribution
250 200 measured by
2002— 1502— DTs.
150F- 100
1002— *  data with B=0T - +  data with B=4T
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T -I1|2u|| I -I1||m; I 4|1(:- I I-énl I I—Jul 20 0 u_-w;- I :1,126 I -I1||mi I 4;0 I I-E:nl I I--tlnl I I—;;c-."l 0
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= 2400F - ) . .
8 2200f L cmwmest Cosmic muons data normalized to
g 2000E] Monte Carlo simulation
g1300_—
CONN Momentum
1a00f| Distribution Reasonable agreement between data
1:::: (47) and simulation.
ok Almost every aspect of final CMS from
400 detector to CMSSW software had to
200
| AT e . work to produce these plots.
0 10 20 30 40 50 60

p, of cosmic track as measured by DT chambers [GeV]
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Summary

m Stably operated the magnet at nominal
field strength of 4T

m Mapped the magnetic field in the
entire volume inside HCAL with
high precision

m Successfully integrated
and operated ~ 1/20 of CMS

m Took cosmic muon
data with all detectors ‘
atB=4T

m Performed many
dedicated studies

m Found some problems that
are now being corrected

m CMS Collaboration performed
very well as a team !!!

Run 2605 / Event 3981 / B=3.8 T/ 27.08.06, 22h
Muon traversing DT, RPC, HCAL, ECAL, Tracker
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BACKUP SLIDES
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The Compact Muon Solenoid Experiment

Drift-Tube (DT) chambers  Resistive Plate Chambers
Iron Yoke (RPC)

4 T Superconducting Coil _
Cathode Strip

Chambers (CSC)

W

Hadronic
Calorimeter (HCAL)

Electromagnetic

Calorimeter (ECAL)
Tracker

Si Strip

*Si Pixel
LHC

m p-p collissions, E.,=14 TeV
m Bunch crossing frequency 40 MHz

CMS

m  Multi-purpose detector

m Broad physics programme

m 55 Mio. Channels to read out

m 1 MB event size after zero suppression
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Magnet fast discharge behavior

5 1.0 -
= 08 Tested
O ey .
@ - fast discharge
o |27 FD at 7.5 kA
g |= i ED at 126 KA from several
3 e initial currents
8 0.2 - FD at 17.5 kA
[ FD at 19 kA
g 0 | I 1 1 1 I
S 0 60 120 180 240 300 360 420
time / s

Normalized magnet current during a fast discharge t riggered at t=30 s

Discharge through external dump resistor banks
Magnet turns into normal conductor (quench)
Internal resistance increases up to 0.1 Q (at 1,=19 kA)

Average cold mass temperature increases to T=70 K (at 1,=19kA)
Inductive coupling with mandrel protects against high thermal gradients
Difference of 32.3 K between hottest and coldest part of cold mass

Up to 3 days needed to re-cool coil
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Cosmic Challenge: Trigger System

m Local Trigger Controller used for most

LHC-like Cent_ral of MTCC
Clock & Orbit Trigger signals from local or regional triggers
—~ R m Global Trigger and Global Muon Trigger
LOC‘;‘LTGr;ggZ{ Tcrf’gnég"er ~ Event Record to DAQ used at the end of MTCC phase 2

m 3 _ _ Full trigger chain for DT and CSC triggers
g A - Trigger Throttling Signals m Major effort to synchronize system
2 77T\ Trigger Timing and Control System )
= . JTT\\] Clock, L1 Accept & fast commands v Detector data to triggers

5|0 v \'\\\\ | | v Trigger w.r.t. each other

g § j o ™\ | v DT and CSC triggers (overlap region)

rfs 8 o [N x More difficult with cosmics than at LHC

Q|2 |2|5|S|T| TTCci#l o _ .

= Q 2 % ol Main Triggers used (plus many others for dedicated studies)

D312 10|8| 2 sup dotector - -

@) U:) a0 ;e;:tfoﬁi‘;g m DT Inclusive : = 2 chambers in same sector & wheel
u:) 2 2 m DT Pointing : above + select tracks pointing to center of detector
nNi= l by constraint on n segments
N (...) m CSC: One track stub in any chamber with = 4 out of 6 layers
m RPC1: =5 out of 6 planes in wheel +1
m RPC2: =5 out of 6 planes in wheel +2
Trigger Rate (cosmics) m RPC pointing : =25/ 6 planes in wheel +1 or +2, pointing to center
100 .. 300 Hz (final CMS: 100 kHz) | ® HCAL: Coincidence of Minimum lonizing Particle (MIP) signals in
upper and lower part of HCAL Barrel (HB) detectors
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onitoring System

RC State DCS State
o |
| ivazo | Gomeet | GontgueJaotreacy] sat | pauso | rosure | sop ] var |

The CMS Magnet Test and Cosmic Challenge

Run Control and

Run Control Display
Control of all online software

. | P | : essage
(Detectors, Trigger, DAQ) fm N

A moen || w
Driven by state machine - P Jj

e _| GUI tailored to MTCC
Masking: possibility to disable individual = - jDi%}-ble individual Subdet, FEDS

sLink color encoding
Backpressure
sTTS color encoding

LSRR =S e ost [Disconnocted|

Info

subsystems / FEDs before start of run

MTCC-Run 2251 Evt-No 40170  Trg-Rate 26.6Hz (eff 37.5%)  Trg-Input DT(HW0).or.CSC(HW1)
FRL-FBO-RU summary
CTC TK ECAL HCAL CSC/TF DI/TF RPC
expected FED ID|[ 815 3 ][ 55 57 [ 600 601 700 701 702 703 704 705 750 751 760 770 780 790
_reccived FED ID|[ 815 53 |[ss [ st [ s 0 o [ 700 701 702 |[ 703 ][ 704 705 750 [ 751 ][ 760 70 |[ o 0 H H
CMC: £01001¢][cf01001<|[cF01001¢][c01001 e |[c01001e |[cF01001¢][cR01001 e [cF0100 1] [0 100 e [cf01001¢][cr01001e] [ cfo1001e |[cf01001¢][cia1001¢|[cf01001e |[ 01001 0 Expert M On Itorl ng Page
FED clk [MHz]|[ §0.14 || 80.14 80.14_|[ 80.13 o 0 3109 |[ a2 32 |[ 3199 |[ 3199 [ 3199 6248 6249 |[ 7811 | 4007 0 0
LFF time|[ 0.000s |[0:14:17 0:14:17 |[0:14:20 || 0.000s |[ 00005 ][ 0.000s |[ 00005 |[ 0.000s |[ 0.000s |[ 0.000s |[0.000s || 0.00ts |[ 0.000s |[ 0.000s |[ 0000s |[ 00005 | 00005
BXNumber|[ 3062 || 687 687 | 687 o o 3062 |[ 3062 |[ 3062 |[ a6z |[ 3062 |[ 3062 3064 306+ |[ 3064 0 0 [
tringecNum]] 40133 || 40134 40134 |[ 40134 0 o 40133 || 40133 |[ 40133 |[ 40133 || 40133 || 40133 || 40133 || 40133 || 40133 || 40134 0 0
0x9¢c8 || Ox9cch 0x9¢c6 || 0x92e6 || 0x0 0x0 || 0x9¢ccS || 0x9ces || Ox0ces || 0x9ces || Ox9ces || 0x9ces || 0x9ces || Ox9ceS || 0x9ces || 0x0ccs || 0x0 030
riggerCount|| 0132 |[ 40134 40134 |[40134 o o 40133 |[ 40133 |[ 40133 |[ 40133 |[ 40133 |[ 40133 |[ 40133 |[ 40133 |[ 40133 |[ 40134 0 o H H H H
| 0x9ces || 0x9ce6 || 0x9ce6 || 0x9ce6 || 0x0 || 0x0 || 0x9ccs || Oxdces || 0x9ceS || OxdecS || 0x9ceS || 0x9ccs || 0x9ccs || 0x9ccs || 0x9ccs || 0xec6 | 0x0 || 010 m O n Ito rl n g I nfo r m atl O n
slinkBadCRC[ 0 0 o 0 o o 0 0 a 0 o 0 0 o [ [ 0 o
fedBadCRC/[ 0 0 o 0 o 0 0 o a 0 0 0 0 o 0 0 0 o . .
=_— | ) T T ) s from XDAQ monitoring
myrfbStatus | running || running running || running || running running || running [ running |[ running || running running
myrfh occupancy 0% B3% 83% B3% 0% 0% 0% 0% 0% 0% 0% -
e e e — ; infrastructure
instance/lsbot]][_ Q11 ][ 12011 ][ 13421 |[ 14481 ][ 15441 [ toaa) ][ 1 2l [ 81 [ 2141 ][ 1611 ][ 19am 18191
Detector FMM|| na. || R8 | R8 || RE || RE off |  |RBSRERBIREREIRERE| RE off off
Merger FMM|[ na (X a R& R8 off
[cre TK ECAL HCAL CSCITF ] DT/TF RPC
RU last evtNol[ na. (0) na. (4) na. (3) na.(2) na. (1) | na.(5) na. (6) .
‘yrfbStates|| n.a.(0) na. (4) na. 3) 250 na.(1) na (5) na. (6) ta.l Iored to MTCC
gaveToMyrinetFB)[ na (0) na. (4) na (3) na(2) na. (1) na (3) na(6)
myrfb occupancy | n.a. (0) na(4) na (3) na (2) na (1) na (5) na(6)
Host (RU inst) [ na. rubu2 (inst 31 rubu27 (inst 2) rubu26 (inst 1) rubu25 (inst 0) rubu29 (inst4 rubu30 (inst 5)
RU avg frag Size|| na 1759 +/- 0,00 kB (n=34) 0.0 +/-0.00 kB (n=0), 76.0 +/- 0.02 kB (n=64) 5.4 +/-4 80 kB (n=57) 8.6 +- 028 kB (n=64)|[0.0 +/- 0,00 kB (n=0)|
RU avg throughput|| na. 5920.1kBA ( di=ls) 0.0kB/s (di=s) 4869 kB ( di=1s) 307.1kBis ( di=1s) 542 8kBis (di=1s) || 0.0KBis (di=ls)




