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A line bundle model on the tetra-quadric

http://www-thphys.physics.ox.ac.uk/projects/CalabiYau/linebundlemodels/index.html )
(From standard model data base at:

• line bundle sum: V =
�5

a=1 La

L1 = OX(−1, 0, 0, 1) , L2 = OX(−1,−3, 2, 2)
L3 = OX(0, 1,−1, 0) , L4 = OX(1, 1,−1,−1)
L1 = OX(1, 1, 0,−2)

• spectrum: 102, 102, 105, 52,4, 54,5, 54,5

312,1, 315,1, 512,3, 312,4, 15,3

, H2,5, H̄2,5

• tetra-quadric CY:                      with           symmetry  X =





P1 2
P1 2
P1 2
P1 2



 Z2 × Z2

http://www-thphys.physics.ox.ac.uk/projects/CalabiYau/linebundlemodels/index.html
http://www-thphys.physics.ox.ac.uk/projects/CalabiYau/linebundlemodels/index.html


• superpotential: 

5.4 The superpotential

The superpotential for the fields (5.6) is highly constrained by the S(U(1)5) charges. At the GUT

level the only allowed terms, including operators with singlet insertions are

W = λIJK5(I)2,510
(J)
2 10(K)

5 + ρIJK1(I)2,45
(J)
4,55

(K)
2,5 , (5.9)

where the indices I, J,K . . . run over various ranges, as indicated by the multiplicities in the GUT

spectrum (5.6) and λIJK and ρIJK are arbitrary couplings. At the standard model level, the analogous

terms for the spectrum (5.8) are

W = λiH2,5(Q
(i)
2 u5 +Q5u

(i)
2 ) + ραi1

(α)
2,4L

(i)
4,5H2,5 , (5.10)

where i = 1, 2 labels the two 102 families and the two lepton doublets L4,5 from the two 54,5 multiplets

and α = 1, 2, 3 labels the three singlets 12,4.

These results have a number of important implications for the structure of the model and

its phenomenology. To discuss this, let us focus on the standard model superpotential (5.10) for

concreteness, although analogous statements follow for its GUT counterpart (5.9). The presence of

the Yukawa terms means that the up quark mass matrix has rank two and, while a rank one matrix

may be preferably at this level, this means a perturbative and generically large top Yukawa coupling

is present. The down quark and lepton Yukawa matrices are entirely zero at the perturbative level so,

for a realistic model, they would have to be generated non-perturbatively. Further, all operators at

dimension four and five which can lead to fast proton decay are forbidden. The point is that, while

we certainly do not advertise this model as the one and only standard model from string theory, it

does have modestly attractive phenomenological properties and provides a semi-realistic setting for

the analysis of the bundle moduli space which we will carry out in the remaining part of the paper.

Specifically, our intention is to explore the moduli space of non-Abelian bundles for which the

line bundle sum (5.2) arises as a special locus. From the viewpoint of the four-dimensional effective

field theory, the Abelian locus is characterized by the vanishing VEVs of all singlet fields 1a,b, while

switching on such VEVs corresponds to moving away from the Abelian locus into the non-Abelian part

of the moduli space. From this point of view, the last term in the superpotential (5.10) for our example

model is the most interesting one. At the Abelian locus where, in particular, �12,4� = 0 this term is

simply a coupling. However, for �12,4� �= 0 this term will lead to a mass for the Higgs doublets (or rather

for the up Higgs and one linear combination of what we have called lepton doublets) and essentially

remove the Higgs from the low-energy spectrum. On the other hand, the spectrum (5.8) contains many

other singlets which do not appear in the superpotential. A continuation into the non-Abelian part

of the moduli space along those singlet directions, while keeping �12,4� = 0, should leave the Higgs

doublets massless. Phrased in terms of the GUT theory, the structure of the superpotential (5.9)

suggests that three 5− 5 pairs are removed from the low-energy spectrum if �12,4� �= 0 but that these

states remain massless in all parts of the non-Abelian moduli space where �12,4� = 0. One goal for

the remainder of the paper is to verify these statements from a more fundamental viewpoint, that is,

by explicitly constructing families of non-Abelian bundles and computing their cohomology.
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At Abelian locus: -                  , group 
                     - rank2 up Yukawa matrix
                     - proton stable
                     - massless pair of Higgs doublets 

V =
�5

a=1 La S(U(1)5)

Non-Abelian,            : -                     , group 
                             - rank 2 up Yukawa matrix
                             - proton remains stable
                             - Higgs pair remains massless

�12,4� = 0 V → Ṽ = U ⊕ L4 S(U(4)× UX(1))

Expectation away from Abelian locus:

Non-Abelian,            : -          , group
                            - rank 2 up Yukawa matrix
                            - proton still stable
                            - Higgs becomes massive

V → Ṽ SU(5)�12,4� �= 0

UB−L(1)



Schematic structure of moduli space:

SU(4)× UX(1)

�12,4� = 0

SU(5)
all
       , Higgs massive (?) 

�Sα� �= 0

S(U(1)5)

all           :�Sα� = 0

�12,4�

massless Higgs doublets expected

Proton stable (and structure of Yukawa matrix preserved) 
everywhere, due to symmetry enhancement at Abelian locus.



Set                                       and define extension

Check fate of Higgs  by constructing non-Abelian bundle 

5 A line bundle model on the tetra-quadric

In this chapter, we present a specific example taken from the set of phenomenologically viable line

bundle models on the tetra-quadric described in the previous section. It is in the context of this model

that we will study the question of continuation into the non-Abelian part of the bundle moduli space

and the implications for the mass of the Higgs doublets.

5.1 Definition of the model

The bundle V for the model in question is given by the sum of the following five line bundles

L1 = OX(−1, 0, 0, 1) , L2 = OX(−1,−3, 2, 2) , L3 = OX(0, 1,−1, 0)

L4 = OX(1, 1,−1,−1) , L5 = OX(1, 1, 0,−2)
(5.1)

so the associated matrix (kia) of line bundle integers reads

(kia) =





−1 −1 0 1 1

0 −3 1 1 1

0 2 −1 −1 0

1 2 0 −1 −2




. (5.2)

The rows of this matrix sum up to zero, so clearly we have c1(V ) = 0, as required. From Eq. (3.6) we

find

c2i(V ) = (24, 8, 20, 12) (5.3)

so that the anomaly constraint (3.7) is satisfied. Further, with rank(kia) = 3, the rank constraint is

satisfied and all line bundle slopes (3.10) are zero on the ray in Kähler moduli space where κ1 = κ2 =

κ3 = κ4 which corresponds to the diagonal t1 = t2 = t3 = t4. Altogether this means we have defined

a consistent, supersymmetric GUT model with symmetry SU(5) × S(U(1)
5
). Since rank(kia) = 3

one linear combination of the U(1) symmetries is non-anomalous with a massless vector boson at the

Abelian locus. This specific linear combination is (0, 1, 2, 0, 1), the non-trivial vector in the kernel of

the matrix (kia).

5.2 The GUT spectrum at the Abelian locus

The total dimensions of the relevant cohomology groups (computed, e.g. using the formulae of Ap-

pendix C) are given by

h
•
(X,V ) = (0, 12, 0, 0)

h
•
(X,∧2V ) = (0, 15, 3, 0)

h
•
(X,V ⊗ V

∗
) = (5, 60, 60, 5)

(5.4)

Hence, we have a total of 12 GUT families in 10 ⊕ 5 plus three 5 − 5 pairs and a large number of

singlet fields. In order to quotient this GUT model to a three-family standard model we need |Γ| = 4
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Recall:

1) Extension bundles 

0 −→ V1 −→ Ṽ −→ V2 −→ 0

For                                             define extension V1 = L2 ⊕ L5, V2 = L1 ⊕ L3 ⊕ L4

Compute                       #5 = h2(X,∧2Ṽ ) =

�
3 for �12,4� = 0
0 for �12,4� �= 0

Exploring the bundle moduli space



2) Monads 

On the tetra-quadric, apart from the trivial realisation �Ba = OX and �Ca = 0, one can also consider

�Ba = OX(0, 0, 0, pa)⊕OX(0, 0, 0, qa) and �Ca = OX(0, 0, 0, pa + qa) (6.20)

where pa and qa are positive integers. For this choice, the map fa = (f1,a, f2,a) contains two poly-

nomials of multi-degrees (0, 0, 0, pa) and (0, 0, 0, qa). For generic choices of the polynomials, this map

has rank one generically. The rank reduces to zero at points in CP1 where f1,a = f2,a = 0 but for

sufficiently generic polynomials these equations have no solution in CP1. Hence, this indeed provides

a monad representation of the structure sheaf. Of course, the integers pa, qa in �Ba and �Ca can ap-

pear in any of the four entries, so that we have a large number of choices on how to represent the

structure sheaf as a monad. We can choose the trivial representation or a non-trivial representation

characterized by choosing one of the four line bundle components and two integers pa, qa.

Now consider a given line bundle sum V =
�n

a=1 La. We can obtain monad representations for

the individual line bundles by simply twisting the monad sequence (6.18) with La. This leads to

0 −→ La −→ La ⊗ �Ba
fa−→ La ⊗ �Ca −→ 0 . (6.21)

For the full line bundle sum V , we sum these sequences to obtain

0 −→ V −→ B
f−→ C −→ 0 (6.22)

where

B =
n�

a=1

La ⊗ �Ba , C =
n�

a=1

La ⊗ �Ca , f = diag (f1, . . . fn) . (6.23)

We note that for each line bundle, a, we can choose �Ba and �Ca independently, from the range of

possibilities explained above, so there is significant flexibility in the construction. For the diagonal

form of the monad map f , as given above, each such choice leads to a monad representation of the

original line bundle sum V . However, the map f may allow deformations away from this block-diagonal

form and then defines a more general class of bundles

0 −→ �V −→ B
f−→ C −→ 0 (6.24)

which split into V at the locus where f becomes block-diagonal. Since ch(Ṽ ) = ch(B)−ch(C) = ch(V )

the Chern character of the monad bundle Ṽ is the same as that of the original line bundle sum V .

Therefore, if c1(V ) vanishes and the line bundle sum V satisfies the anomaly constraint (2.6) then the

same is true for the monad bundle Ṽ .
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B ∼

6.2.2 Application to our example

We would now like to apply the above procedure to our example on the tetra-quadric which was

defined by a line bundle sum V =
�5

a=1 La characterized by the integers

(kia) =





−1 −1 0 1 1

0 −3 1 1 1

0 2 −1 −1 0

1 2 0 −1 −2




, (6.25)

where the columns correspond to the line bundles La, a = 1, . . . , 5. To do this, we have to choose, for

each a = 1, . . . , 5, the line bundle sums �Ba and �Ca which appear in the monad representation (6.18)

of the structure sheaf. Our choice is

�B1 = OX , �C1 = 0

�B2 = OX(0, 2, 0, 0)⊕2 , �C2 = OX(0, 4, 0, 0)
�B3 = OX , �C3 = 0

�B4 = OX , �C4 = 0

�B5 = OX(0, 0, 0, 2)⊕2 , �C2 = OX(0, 0, 0, 4)

(6.26)

From Eq. (6.23) this leads to line bundle sums B =
�7

α=1OX(bα) and C =
�2

µ=1OX(cµ) in the

monad sequence (6.24) characterized by the integers

(biα) =





−1 −1 −1 0 1 1 1

0 −1 −1 1 1 1 1

0 2 2 −1 −1 0 0

1 2 2 0 −1 0 0




(ciµ) =





−1 1

1 1

2 0

2 2




. (6.27)

The general structure of the monad map is

f ∼
�

f(0,1,2,1) f(0,2,0,0) f �
(0,2,0,0) 0 0 0 0

f(2,1,0,1) 0 0 f(1,0,1,2) f(0,0,1,3) f(0,0,0,2) f �
(0,0,0,2)

�
, (6.28)

where the subscripts indicate the multi-degrees of the polynomials. For

f(0,1,2,1) = f(2,1,0,1) = f(1,0,1,2) = f(0,0,1,3) = 0 (6.29)

the map is block-diagonal and �V splits into the original line bundle sums V so the coefficients in those

polynomials parametrize the deformations away from the split locus.

It is important to point out that, even though most of our discussion will be carried out on the

cover manifold, the line bundle sums B, C in Eq. (6.27) are equivariant under the Z2 × Z2 symmetry

of the tetra-quadric which we have used for our line bundle model and which has been defined in (5.7).

This means that, subject to an appropriate restriction of the monad map f , the monad bundle �V has

a Z2 × Z2 equivariant structure and descends to the quotient manifold.
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C ∼
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L1 L2 L3L4 L5
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bundle splits if zero

We can show for            ,               :  �12,4� = 0 Ṽ = U ⊕ L4

• bundle    is supersymmetric

•     

Ṽ

#5 = h2(X,∧2Ṽ ) = 3



Summary of the                    model: SU(4)× UX(1)

UB−L(1)

• 
   
•   -term forbidden

• dangerous dim. 4 terms forbidden by

•              operators still absent, due to symmetry
   enhancement at Abelian locus

UX(1) −→ UB−L(1)

µ

5101010

Main messages:

• ``Unexpected” absences of operators can help with proton 
    stability.
• Finding models with a massless Higgs everywhere in 
  moduli space is non-trivial -> examples in the data base.



GUT breaking with hypercharge flux

Q: Can we construct a heterotic standard model without
    Wilson lines but “built-in” gauge unification?

embedding: SUW (2)× SUc(3)× SU(6) ⊂ E8

S(U(n1)× · · ·× U(nf )) ⊂ SU(6)

bundle:                        with structure groupV = U1 ⊕ · · · ⊕ Uf

Heterotic Models with hypercharge flux breaking

AL, Feb 2014

Automatic gauge unification due to a universal gauge kinetic function is one of the main benefits of heterotic
models with Wilson line breaking of hypercharge. On the other hand, such models require a non-trivial first
fundamental group of the compactification manifold which imposes severe restrictions on the class of available
CY manifolds. In addition, implementing Wilson line breaking usually involves taking quotients with freely-
acting symmetries and constructing equivariant bundle structures - both serious technical complications. For
these reasons it might be worth having a closer look at heterotic models with hypercharge flux breaking despite
the apparent disadvantage with regards to gauge unification.

1 Group theory

The first step is working out the group theory. The non-Abelian part of the standard model, SU(2) × SU(3),
should not be part of the internal gauge bundle and the commutant of this group within E8 is SU(6). Hence,
we should consider bundles V with structure group H ⊂ SU(6) and with rank five. Focusing on unitary group,

we can write H = S(U(n1) × · · · × U(nf )), where
�f

a=1 nf = 6, and the various possibilities are classified by
the partitions of 6. There are 11 such partitions which, in terms of the vector n = (n1, . . . , nf ), are given by

n =(6), (5, 1), (4, 2), (3, 3), (4, 1, 1), (3, 2, 1), (2, 2, 2),

(3, 1, 1, 1), (2, 2, 1, 1), (2, 1, 1, 1, 1), (1, 1, 1, 1, 1, 1) . (1)

For a successful embedding of hypercharge we need at least two low-energy U(1) factors (one is no enough since
the corresponding gauge boson would be heavy in this case) which only leaves seven of the above splits. For
obvious reasons we will focus on the last splitting pattern which corresponds to the Abelian structure group

H = S(U(1)6) , n = (1, 1, 1, 1, 1, 1) . (2)

The adjoint of E8 decomposes under SU(2)× S(3)× SU(6) as

248E8 →
�
(3,1,1)⊕ (1,8,1)⊕ (1,1,35)⊕ (1,3,15)⊕ (1,3,15)⊕ (2,3,6)⊕ (2,3,6)⊕ (2,1,20)

�
(3)

Further, we should decompose SU(6) under our intended structure group H = S(U(1)6) whose irreducible
representations we denote by Rq, with six-dimensional charge vectors q identified as

q ∼ q� ⇔ q− q� ∈ Zn . (4)

With this notation, the relevant SU(6) representations in Eq. (3) branch as

6 →
�6

a=1Rea 6 →
�6

a=1R−ea

15 →
�

a<bRea+eb 15 →
�

a<bR−ea−eb

20 →
�

a<b<cRea+eb+ec 35 → R
⊕5
0 ⊕

�
a �=bRea−eb

(5)

where ea are the six-dimensional standard unit vectors. Note that the 20 representation is real and should
therefore branch into a real representation of S(U(1)6). This is indeed the case be virtue of Eq. (4). Combining

1

splitting types:

hypercharge embedding: y = (y1, . . . , yf )

(Blumenhagen, Honecker, Weigand, 05
 Blumenhagen, Moster, Weigand, 06)

low-energy gauge group: SUW (2)× SUc(3)× S(U(1)f ) ⊃ UY (1)



vectors q = (q1, . . . , qf ) subject to the identification q ∼ q� ⇔ q − q� ∈ Zn. I will label representations of
the group H by the induced representation of the sub-group Hs with the charge of the induced J representa-
tion attached as a subscript. With this notation, the SU(6) representations in the decomposition (3) further
decompose into H-representations as follows:

6 →
�f

a=1(Fa)ea 6̄ →
�f

a=1(F̄a)−ea

15 →
�f

a=1(∧2Fa)2ea ⊕
�

a<b(Fa ⊗ Fb)ea+eb 1̄5 →
�f

a=1(∧2F̄a)−2ea ⊕
�

a<b(F̄a ⊗ F̄b)−ea−eb

20 →
�f

a=1(∧3Fa)3ea ⊕
�

a �=b(∧2Fa ⊗ Fb)2ea+eb ⊕
�

a<b<c(Fa ⊗ Fb ⊗ Fc)ea+eb+ec

35 →
�f

a=1(Adja)0 ⊕
�

a �=b(Fa ⊗ F̄b)ea−eb

The general bundle is written as

V =
f�

a=1

Ua , (80)

where Ua is a rank na bundle with structure group U(na). I define k
i
a = c

i
1(Ua), the vectors ka = (kia) and the

matrix K = (kia). Since we require that c1(V ) = 0 we have

f�

a=1

ka = 0 . (81)

Then, the generalization of the Table in Section 1, summarizing the particle content, the associated bundles and
the hypercharges is as below.

(SU(2)× SU(3))q (1,1)ea−eb (1,3)−ea−eb (1,3)ea+eb (2,3)ea (2,3)−ea (2,1)ea+eb+ec

range a, b = 1, . . . , 6 a ≤ b a ≤ b a = 1, . . . 6 a = 1, . . . 6 a ≤ b ≤ c

particle ea,b, Sa,b d̃a,b, ũa,b da,b, ua,b Qa Q̃a La,b,c, Ha,b,c, H̄a,b,c

bundle Ua ⊗ U
∗
b U

∗
a ⊗ U

∗
b Ua ⊗ Ub Ua U

∗
a Ua ⊗ Ub ⊗ Uc

∧2
U

∗
a ∧2

Ua ∧2
Ua ⊗ Ub,

Ua ⊗ ∧2
Ub, ∧3

Ua

contained in V ⊗ V
∗ ∧2

V
∗ ∧2

V V V
∗ ∧3

V

hypercharge ya − yb −ya − yb ya + yb ya −ya ya + yb + yc

phys. hypercharge 2, 0 −2/3, 4/3 2/3, −4/3 1/3 −1/3 −1, −1, 1

A hypercharge embedding can be defined by an f -dimensional vector y = (y1, . . . , yf ) such that the hypercharge
Y (f) of a particle f with J -charge q(f) is given by Y (f) = y · q(f). This embedding has to be chosen such
that the correct physical hypercharges are obtained for all particles, that is, such that the Eqs. (8) are satisfied.

It can also be shown by direct calculation, using the above decompositions of representations, that the
generalization of the hypercharge normalization, Eq. (17), to general splittings is

tr(Y 2) = 60
f�

a=1

nay
2
a , (82)

so that the condition for gauge unification reads

yT
Gy � 10

3
where G = diag(n1, . . . , nf ) . (83)
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spectrum:

unification condition: 
f�

a=1

nay
2
a =

10

3

1. step, group theory:

What are the allowed  -vectors satisfying the unification condition 
and giving the correct hypercharges for a family (and at least one 
choice of             charges)?

y

S(U(1)f )



The condition for hypercharge to be massless is given by

Ky = 0 . (84)

Let me now discuss obstructions from the requirement that a massless hypercharge symmetry should be
available. Clearly, the simplest pattern, n = (6) in Eq. (1), has no U(1) symmetry, so it is ruled out. For
the three splitting types n = (5, 1), (4, 2), (3, 3) with f = 2 and one U(1) symmetry in Eq. (1) the matrix
K = (k1,−k1) has size h1,1(X)× 2 and rank ≤ 1. If it has another element in the kernel, as would be required
for the U(1) to be massless, it would be of rank zero which means it would be entirely zero. This would imply
c1(U1) = c1(U2) = 0 and, hence, a reduction of the gauge group. So as long as c1(U1) = −c1(U2) �= 0, splits into
two bundles are ruled out as they do not allow for a massless hypercharge gauge boson.

Of course, for splits into three or more bundles there is no analogous obstruction. However, in these
cases we can ask the following question. For a given J charge assignment of all particles (in one family) can
we find a vector y which gives all the required physical hypercharges in Eq. (8) and satisfies the standard
normalization (83), at least approximately. Further, if we scan through all possible J charge assignments which
viable y vectors do we obtain? For the splitting into pure line bundles, n = (1, 1, 1, 1, 1, 1), this question has
been answered in Section 3. For the other splitting types with 2 < f < 6 in Eq. (1) the answer can be expected
to be more restrictive since the vector y has fewer components to adjust appropriately. I have run a scan over
these splitting types and the answer is as in the table below.

splitting type n allowed y vectors

(4, 1, 1) (1/3, 1/3,−5/3)
(3, 2, 1) (1/3, 1/3,−5/3), (−2/3, 1/3, 4/3)
(2, 2, 2) no solution
(3, 1, 1, 1) (1/3, 1/3, 1/3,−5/3), (−2/3, 1/3, 1/3, 4/3)
(2, 2, 1, 1) (1/3, 1/3, 1/3,−5/3), (1/3,−2/3,−2/3, 4/3)
(2, 1, 1, 1, 1) (1/3, 1/3, 1/3, 1/3,−5/3), (1/3,−2/3,−2/3,−2/3, 4/3), (−2/3,−2/3, 1/3, 1/3, 4/3)

(5/6,−7/6,−2/3,−1/6, 1/3), (−5/21,−17/21,−11/21, 1/3, 31/21)
(1, 1, 1, 1, 1, 1) (1/3, 1/3,−5/3, 1/3, 1/3, 1/3),(1/3, 4/3,−2/3,−2/3,−2/3, 1/3)

(1/3, 5/6,−7/6,−1/6,−2/3, 5/6),(1/3, 7/12,−17/12, 1/12,−5/12, 5/6), . . .

Of course all y vectors in this table can be arbitrarily permuted in the entries where n takes the same values
and I have only written down one representative for each such class. The possibilities which correspond to
the standard embedding of hypercharge into SU(5), which arise for all splitting where at least one na = 1,
have been struck out as they correspond to cases with reduced bundle structure group. What remains is
fairly restrictive except for the last case. The splittings n = (4, 1, 1), (2, 2, 2) are ruled out completely and for
n = (3, 2, 1), (3, 1, 1, 1), (2, 2, 1, 1) there is a unique viable hypercharge embedding each.

References

[1] A. Lukas and K. S. Stelle, “Heterotic anomaly cancellation in five-dimensions,” JHEP 0001 (2000) 010
[hep-th/9911156].
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Answer:

2. step, geometry:

Can we find a CY and a bundle which leads to a standard model 
with hypercharge flux for one of the above   -vectors? y

No!
(Large computer scan for Abelian case finds no viable model.)



No-go theorem schematically, for Abelian case:

• choose  -vector from above classification y

Xabc = c1(La)c1(Lb)c1(Lc)

Za = c1(La)c2(TX)
• write indices in terms of
   and                       , e.g.  ind(La) =

1
6Xaaa +

1
12Za

• impose physical constraints on indices, e.g.
�

a:ya=1/3

ind(La) = −3

• eliminate two         using                   and
                       (hypercharge massless).

c1(La)
�

a c1(La) = 0�
a yac1(La) = 0

• Solve the resulting linear system for      ,  Xabc Za

This linear system has no solution for any   - vector above!y



What about approximate unification so that                       
within 5% ? 

�f
a=1 nay2a � 10

3

More embeddings allowed but only one cannot be excluded by
the no-go theorem:

There is a finite number of integer solutions for ind(La), ind(La ⊗ Lb) satisfying these constraints in the quark

sector. In addition, we have the following vanishing conditions in the lepton sector:

ind(La ⊗ Lb ⊗ Lc) = 0 if a < b < c and ya + yb + yc /∈ {−1, 1} (41)

ind(La ⊗ L∗
b) = 0 if ya − yb /∈ {−2, 0, 2} (42)

In the next step I express all indices in terms of Chern classes, so that

ind(La) =
1

6
x3a +

1

12
xac2(TX) (43)

ind(La ⊗ Lb) =
1

6
(xa + xb)

3
+

1

12
(xa + xb)c2(TX) (44)

ind(La ⊗ Lb ⊗ Lc) =
1

6
(xa + xb + xc)

3
+

1

12
(xa + xb + xc)c2(TX) (45)

ind(La ⊗ L∗
b) =

1

6
(xa − xb)

3
+

1

12
(xa − xb)c2(TX) . (46)

In these equations, I use the two linear constraints

�

a

xa = 0 ,
�

a

yaxa = 0 , (47)

to replace two of the six variables xa in terms of the remaining four, say x1, x2, x3, x4. As a next step, I replace

the cubics xaxbxc by Xabc and the linears xac2(TX) by Za. All equations (43), (44) in the quark sector (with

the indices on the LHS set to one choice consistent with Eqs. (36)–(40)) plus all equations (45), (46) in the

lepton sector for which the index must vanish (from Eqs. (41), (42)) then form a system of linear equations for

the 24 variables Xabc and Za (where a ≤ b ≤ c and a, b, c = 1, 2, 3, 4). Does this linear system have a solution

for any physically viable choice of the indices? A Mathematica calculation shows that the answer is “no” for all

y vectors which satisfy the exact unification constrain, as given in Eq. (24).

What about the y vectors in Eq. (25) which satisfy gauge unification only approximately? Remarkably, from

those 33 families only one cannot be excluded by the obstruction argument, namely

y =

�
1

3
,
1

3
,
1

3
,−5

3
,α,

2

3
− α

�
, (48)

where α is a free parameter which has to be in the range (2−
√
3)/6 ≤ α ≤ (2 +

√
3)/6 in order to satisfy the

unification constraint within 5%. This is the embedding Seung-Joo pointed out earlier and it appears to be

unique in escaping the obstruction. What is more, for this embedding, there exists essentially only one solution

for the index equations which is given by

ind(L1) = ind(L2) = ind(L3) = −1 → Q1, Q2, Q3

ind(L1 ⊗ L4) = ind(L2 ⊗ L4) = ind(L3 ⊗ L4) = −1 → u1,4, u2,4, u3,4

ind(L5 ⊗ L6) = −3 → 3 d5,6

ind(L4 ⊗ L5 ⊗ L6) = −ind(L1 ⊗ L2 ⊗ L3) = −3 → 3L4,5,6 (49)

ind(L1 ⊗ L∗
4) = ind(L2 ⊗ L∗

4) = ind(L3 ⊗ L∗
4) = −1 → e1,4, e2,4, e3,4

ind(L1 ⊗ L∗
2) = 2−X112 → S1,2

ind(L1 ⊗ L∗
3) = −4− Z1/2 +X112 → S1,3

ind(L2 ⊗ L∗
3) = −Z1/2−X112 → S2,3
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ind(La ⊗ Lb) =
1

6
(xa + xb)

3
+

1

12
(xa + xb)c2(TX) (44)

ind(La ⊗ Lb ⊗ Lc) =
1

6
(xa + xb + xc)

3
+

1

12
(xa + xb + xc)c2(TX) (45)

ind(La ⊗ L∗
b) =

1

6
(xa − xb)

3
+

1

12
(xa − xb)c2(TX) . (46)

In these equations, I use the two linear constraints

�

a

xa = 0 ,
�

a
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the cubics xaxbxc by Xabc and the linears xac2(TX) by Za. All equations (43), (44) in the quark sector (with

the indices on the LHS set to one choice consistent with Eqs. (36)–(40)) plus all equations (45), (46) in the

lepton sector for which the index must vanish (from Eqs. (41), (42)) then form a system of linear equations for

the 24 variables Xabc and Za (where a ≤ b ≤ c and a, b, c = 1, 2, 3, 4). Does this linear system have a solution

for any physically viable choice of the indices? A Mathematica calculation shows that the answer is “no” for all

y vectors which satisfy the exact unification constrain, as given in Eq. (24).

What about the y vectors in Eq. (25) which satisfy gauge unification only approximately? Remarkably, from

those 33 families only one cannot be excluded by the obstruction argument, namely
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3
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where α is a free parameter which has to be in the range (2−
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3)/6 ≤ α ≤ (2 +
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3)/6 in order to satisfy the

unification constraint within 5%. This is the embedding Seung-Joo pointed out earlier and it appears to be

unique in escaping the obstruction. What is more, for this embedding, there exists essentially only one solution

for the index equations which is given by

ind(L1) = ind(L2) = ind(L3) = −1 → Q1, Q2, Q3

ind(L1 ⊗ L4) = ind(L2 ⊗ L4) = ind(L3 ⊗ L4) = −1 → u1,4, u2,4, u3,4

ind(L5 ⊗ L6) = −3 → 3 d5,6

ind(L4 ⊗ L5 ⊗ L6) = −ind(L1 ⊗ L2 ⊗ L3) = −3 → 3L4,5,6 (49)

ind(L1 ⊗ L∗
4) = ind(L2 ⊗ L∗

4) = ind(L3 ⊗ L∗
4) = −1 → e1,4, e2,4, e3,4

ind(L1 ⊗ L∗
2) = 2−X112 → S1,2

ind(L1 ⊗ L∗
3) = −4− Z1/2 +X112 → S1,3

ind(L2 ⊗ L∗
3) = −Z1/2−X112 → S2,3
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with a very specific pattern of indices

We do not know if explicit models for this case can be found.



Conclusions and outlook

• We can continue line bundle models into the non-Abelian part of
  the moduli space, both by continuation along flat directions in the
  4d theory and by explicit bundle constructions.

• Keeping a light Higgs pair everywhere in moduli space is
  non-trivial but we now have examples with this feature.
  Symmetry enhancement helps to control the mu-term.

• Additional symmetries at the Abelian locus can lead to 
  ``unexpected” absences of operators and stabilize the proton.

• Heterotic CY models with hypercharge flux are over-constrained:
   Geometries with the right properties do not exist.

• GUTs are good.

Thanks


