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µ+→e+γ
• Search for lepton-flavor-violating μ→eγ

decay
– Forbidden in SM
– But enhanced in many BSM

• MEG experiment
– Searching for μ→eγ down to O(10-13)
– Completed data-taking Aug.2013
– Analysis for final result ongoing

• Upgrade
– Push down to O(10-14)
– Approved by PSI, R&D progress
– To start DAQ in 2016

JPS 2013/Sep/20 Yusuke UCHIYAMA/ICEPP The University of Tokyo

Required to suppress accidental BG
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Signature 
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CLFV Forbidden in SM!
Little SM background through ν oscillation : Br(μ+→e+γ) < 10-45!

So far, no CLFV signal has been observed.!
Many new physics beyond SM (e.g. SUSY, Extra dimensions etc.) predict 
observable Br (10-14 — 10-11)!

Discovery will be an unambiguous evidence of new physics.!
!
Observed 3.5σ discrepancy of the anomalous magnetic moment of the muon 
could be due to new physics!

Strong correlation with μ+→e+γ!

Complementary search of new physics,!
LHC Run 2!
New experiments to search for other muon channels (μ-e conversion, μ→eee)



   Ryu Sawada                                   21–26  July, Manchester, England                                   SUSY2014

Signal and background
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What’s Necessary for !"e# Search?

• Signal

• Back-to-back

• Mono-energetic 
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• A lot of muons

• High intensity !+ beam

• High duty factor to minimize accidental background

• Good detector

• Precise measurements of energy, timing and angle both for positron and gamma

• Capability to identify pileups 

• Background

• Prompt background: !"e#$$

• “Accidental” overlap: !"e$$ + %
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Radiative muon decay!
μ+ → e+ννγ 

Timing coincident, not back-to back, E <52.8MeV

Accidental background!
Michel decay e+ +  random γ!

Random timing, angle, E < 52.8MeV
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Signal!
μ+ decay at rest!

52.8MeV (half of Mμ) (Eγ,Ee)!

Back-to-back (θeγ,φeγ)!

Timing coincidence (Teγ)

Dominant BG
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MEG Experiment

Search for lepton flavor violating decay, !+
!e+γ down to 

BR~10-14-10-13 (SU(5)SUSY-GUT predicts BR>10-14-10-12)

World’s most intense DC muon beam at Paul Scherrer Institute, 
Switzerland

Liquid xenon photon detector

COBRA positron spectrometer based on a superconducting 
solenoidal magnet with a graded B field

MEG detector

MEG Experiment

1999 : Proposal to PSI!
2009-2013 : Physics run!
The latest result with 2009-2011 data 4

Searching for the cLFV rare decay μ+→e+γ with the highest sensitivity.

Muon beam            : Most intense DC beam at PSI 
                                  3×107 s-1 for MEG 
Target                     : 205 μm plastic target 
Positron detector : 
     Drift chamber    : Low-mass (2×10-3 X0) chambers 
     Timing counter : Fast plastic scintillator bars 
Gamma detector    : 900 litter LXe calorimeter 
Electronics             : FPGA based trigger system 
                                   Waveform digitizer (DRS)
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Latest result

Number of signals
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Systematic uncertainties (in total 1% in UL)!
    relative angle offsets 
    correlations in e+ observables

Br(μ+→e+γ)

normalization : 7.77×1012

Confidence level

5

4

or the number of RMD events observed in the muon data.268

Their combination leads to a 4% uncertaintyハ to theハ269

branching ratio estimate. The increased reconstruction270

efficiency of the new algorithms results in a 14% larger271

data sample for µ+ → e+γ search as estimated with both272

normalization methods.273

The systematic uncertainties of the PDF parameters274

and of the normalization are taken into account in the275

calculation of the confidence intervals by fluctuating the276

PDFs by the amount of the uncertainties. In total they277

produce a 1% effect on the observed upper limit, with278

the majority of the contribution coming from the angular279

PDFs.280

The sensitivity (S90) is estimated as the median of the281

distribution of the branching ratio upper limits at 90%282

C.L., calculated over an ensemble of pseudo-experiments,283

randomly generated according to the PDFs based on a284

null signal hypothesis, with the rates of ACC and RMD285

evaluated from the sidebands. The sensitivities have been286

so evaluated for the 2009–2010 combined data, the 2011287

data alone and the 2009–2011 combined data sample, and288

are reported in Table I. Likelihood analyses are also per-289

formed in fictitious analysis regions in both the time-290

and angle-sidebands. The observed upper limits are all291

in good agreement with the S90’s.292

Figure 2 shows the event distributions in the (Ee, Eγ)-293

and (cosΘeγ , teγ)-planes for the combined 2009–2011294

dataset, where Θeγ is the opening angle between positron295

and photon, together with the contours of the averaged296

signal PDFs.297
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FIG. 2: Event distributions for the combined 2009–2011
dataset in the (Ee, Eγ)- and (cosΘeγ , teγ)-planes. In the left
(right) panel, a selection of |teγ | < 0.244 ns and cosΘeγ <
−0.9996 with 90% efficiency for each variable (52.4 < Ee <
55MeV and 51 < Eγ < 55.5MeV with 90% and 74% efficien-
cies for Ee and Eγ , respectively) is applied. The signal PDF
contours (1, 1.64 and 2 σ) are also shown.

The observed profile likelihood ratios as a function of298

the branching ratio are shown in Fig. 3. The best B es-299

timates, upper limits at 90% confidence level (B90) and300

S90 for the combined 2009–2010 dataset, the 2011 data301

alone and the total 2009–2011 dataset are listed in Ta-302

ble I. The B90 for the latter is 5.7 × 10−13. As a qual-303

Branching ratio
-1 0 1 2 3

-1210×

p
λ

-2
 ln

 

0
1
2
3
4
5
6
7
8
9

10

2011
2009-2010

2009-2011

FIG. 3: Observed profile likelihood ratios (λp) as a function
of the branching ratio for the 2009–2010 combined data, the
2011 data alone and the combined 2009–2011 data sample.

ity check the maximum likelihood fit is repeated for the304

2009–2011 dataset omitting the constraint on the number305

of background events. We obtain NRMD = 163.1 ± 31.5306

and NACC = 2411.1 ± 56.9, in good agreement with307

the expectations estimated from Eγ and time sidebands,308

⟨NRMD⟩ = 169.3± 17.0 and ⟨NACC⟩ = 2415.0± 25.0.309

TABLE I: Best fits (Bfit’s) of the branching ratio, B90’s and
S90’s for the different datasets.

Dataset Bfit × 1012 B90 × 1012 S90 × 1012

2009+2010 0.09 1.3 1.3
2011 −0.35 0.67 1.1
2009+2010+2011 −0.06 0.57 0.77

The reanalysis of the 2009–2010 dataset with new al-310

gorithms has led to variations in the values of the observ-311

ables which are much smaller than the detector resolu-312

tions. Nevertheless these changes induce a change in Bfit313

and B90 for the same dataset. We have compared B90’s314

obtained with the new and old analyses for the same sam-315

ple of simulated experiments and we found that a change316

of B90 equal to or larger than what we observe in the317

2009–2010 dataset has a 31% probability of happening.318

The upper limit obtained from the 2011 data only is more319

stringent than S90. This is, however, found to be not un-320

usual, since the probability to have B90 equal or smaller321

than that observed in the 2011 data is calculated to be322

24% with a sample of simulated experiments.323

In conclusion the MEG experiment establishes the324

most stringent upper limit to date on the branching ra-325

tio of the µ+ → e+γ decay, B < 5.7× 10−13 at 90% C.L.326

using data collected between 2009 and 2011, which im-327

proves the previous best upper limit by a factor of four.328

Event 
distribution Blue lines : 68, 90 and 95% 

region of the signal PDF

Sensitivity 7.7×10

Best fit -0.6×10

Uppler limit @ 90% C.L. 5.7×10

-13

-13

-13

arXiv:1303.0754 [hep-ex]!
Phys. Rev. Lett. 110, 201801 (2013)

Likelihood Analysis
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New Physics constraints
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Impact on BSM Physics

MEG (2013)

g-2 deviation*

B-physics constraint

G.Isidori, et al., PRD75(2007)115019
SUSY-GUT

MEG (2011)

S. Antusch, et al., JHEP11(2006)090

Large θ13 measured (~9°)!

SUSY-Seesaw

MEG (2011)

Be
lle

/B
aB

ar

MEG (2013)

* aμ(EXP):PRD73(2006)072,  
  aμ(SM):Hagiwara et al., JPG38(2011)085003
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New data
2009-2011data sensitivity!
      7.7×10-13
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Even further improvement 
is expected
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Status and future

Data process status!
Calibration of new data is finished. 

Further improvements and crosschecks.!
New analysis for identifying gamma rays 
from positron annihilation-in-flight. 

~15% improvement of sensitivity is 
expected. 

Re-measuring magnetic fields with a new 
device.

8

Final analysis of the full dataset by the end of 2014

LXe detector

γ e+

Annihilation



MEG II 
— Upgrade —
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MEG II

Major upgrade of the experiment for 10 times higher sensitivity.!

Upgrade concept!

Double beam intensity!

Double detector efficiency!

Factor ~30 background suppression!

Improved detector resolutions 

Possibility to add a new detector to identify background events 

Start the new experiment from 2016

10
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LXe Calorimeter 
Higher resolutions and efficiency!
with higher granularity.

Muon Beam 
More than twice 
intense beam

Radiative Decay Counter 
Identify gammas from muon 
radiative-decays!
(optional)

Timing Counter 
Higher time resolution with 
highly segmented detector

Drift chamber 
Higher tracking performance 
with long single tracking 
volume

Target 
Thinner target!
Active target option
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Calorimeter upgrade concept

Improved layout of PMTs!
Replace 2” PMTs on inner 
face with newly developed 
VUV-sensitive SiPMs

12

Present Upgraded

computer graphics

12×12 mm2 SiPM!
~ 4000 ch

2 inch PMT!
216 ch

Present Upgraded

Energy 
resolution [%] 2.4 / 1.7 1.1 / 1.0

Position 
resolution [mm] 5 / 5 2.6 / 2.2

Detection 
Efficiency 63 69 Factor 2 better energy and position resolutions 

10% higher efficiency

shallow / deep events!
(d = 2cm)

horizontal / vertical
16 times granularity
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Cylindrical drift chamber

Gas volume!
Lower Z gas mixture (85% He + 15% iso-butane) 
Unique 2m-long chamber-gas volume, improved 
transparency to timing-counters. 

Double the detection efficiency 
Improve the Time-Of-Flight error down to 10 psec 

Wire configuration!
Stereo-angle configuration for longitudinal 
position 
Single hit spacial resolution of 120 μm#
Finer granularity (7 mm cell) and higher 
multiplicity (15 → 60 hits per track)

13

e+ are scattered by 
frame or preamp, 
and then not reach  
timing counter 

Track up to just 
before the timing 
counter.  
No massive 
material on the 
way. 

Timing CounterDrift chamber

Signal e+
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Timing Counter

14

25

Plastic scintillator plate

Support structure

FIG. 28: Pixelated timing counter at one side which is composed of many small scintillator plates.

C. Pixel Module Design

Fig. 29 shows a possible design of the single pixel module. The geometry of the scintillator plate is not optimized yet, but the
typical dimension can be 30(H) ⇥ 60(L) ⇥ 5(W) mm3. The scintillation light are collected by three SiPMs at either end of the
scintillator plate. The three SiPMs at each end are connected in series and the summed signal is directly sent to the waveform
digitizer which is described in Sec. X. The positron impact time for the single pixel is obtained by averaging the times measured
at both sides.
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digitizer which is described in Sec. X. The positron impact time for the single pixel is obtained by averaging the times measured
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C.PixelModuleDesign

Fig.29showsapossibledesignofthesinglepixelmodule.Thegeometryofthescintillatorplateisnotoptimizedyet,butthe
typicaldimensioncanbe30(H)⇥60(L)⇥5(W)mm3.ThescintillationlightarecollectedbythreeSiPMsateitherendofthe
scintillatorplate.ThethreeSiPMsateachendareconnectedinseriesandthesummedsignalisdirectlysenttothewaveform
digitizerwhichisdescribedinSec.X.Thepositronimpacttimeforthesinglepixelisobtainedbyaveragingthetimesmeasured
atbothsides.
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 Many small plastic counters.!
 Six SiPMs are directly attached on both sides for high light-collection efficiency.!

SiPMs on the same side are attached in series to read with a single channel. 
 In average, ~8 counters hit by a signal positron.!

 30 psec time resolution by averaging the hit-times
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Electronics and Trigger

Much more number of channel of 
waveform digitizer!

3U Eurocard crate (instead of VME) 
We will use many SiPMs, for LXe, 
TC and optional detectors.!

Newly developed WaveDREAM 
board contains HV, amplifier and 
waveform digitizers for trigger and 
offline analysis. 

Data transmission!
Serialization protocol with GB 
capability (possible with on-board 
FPGAs)
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Detector R&D highlights

LXe calorimeter!
New type of VUV-sensitive SiPM with 15% 
PDE for LXe light was developed. 
!

Drift chamber!
Good (~110 μm) spacial resolution for 
cosmic-rays was confirmed with a 
prototype chamber. 
Long term stability against aging was 
confirmed to be ok. 

!
Timing counter!

Good resolution (30 psec) was measured 
in a electron beam test

16

2” LXe PMT

VUV MPPC 
(12×12 mm2)

Normal MPPC (3×3 mm2) 
(not for LXe)

M. De Gerone, PSI BVR MEG Referee Meeting 27/01/14 10

Multi hit reso: best results
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Analysis:
• cuts on charge in order to select only 
single e+ events
• time reso defined as σ(Δt)  

Result of TC beam test

Photo sensors for LXe
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MEG II performance

17

90

IX. FINAL SENSITIVITY

The sensitivity of the upgraded MEG experiment is evaluated by using a maximum likelihood anal-

ysis technique developed to extract the upper limit (UL) at 90% C.L. on B(µ ! e�) in the MEG data

analysis [48]. This technique is more e�cient and reliable than a simple box analysis, since all types of

backgrounds are correctly folded in the global likelihood function and taken into account with their own

statistical weights.

An ensemble of simulated experiments (toy MC) is created from the probability density functions (PDFs)

describing the signal shapes and the background distributions for the photon energy (E�), positron energy

(Ee+), relative timing and relative angles. The enhanced precision of all upgraded detectors allows a much

better separation of the signal from the background and reduces significantly the spill of the gamma and

positron background distributions into the signal region, which is mainly due to experimental resolution

e↵ects. With a much lower accidental background in the new detector, the muon stopping rate can be higher

than the present one: optimization studies are under way, but a muon stopping rate of at least 7 ⇥ 107 µ/sec

is envisaged. The increased muon stopping rate and the enhanced resolutions are taken into account in

estimating the number and the distributions of background events expected in the upgraded experiment.

A representative scenario for the detector resolutions and e�ciencies is summarized in Tab. XI and com-

pared with the present MEG performance. The e�ciency of the positron reconstruction is highly improved

with respect to the current one, thanks to the high e�ciency of the new tracking system (close to 1) and to

the optimized relative position of the tracker and the timing counter.

TABLE XI: Resolution (Gaussian �) and e�ciencies for MEG upgrade

PDF parameters Present MEG Upgrade scenario

e+ energy (keV) 306 (core) 130

e+ ✓ (mrad) 9.4 5.3

e+ � (mrad) 8.7 3.7

e+ vertex (mm) Z/Y(core) 2.4 / 1.2 1.6 / 0.7

� energy (%) (w <2 cm)/(w >2 cm) 2.4 / 1.7 1.1 / 1.0

� position (mm) u/v/w 5 / 5 / 6 2.6 / 2.2 / 5

�-e+ timing (ps) 122 84

E�ciency (%)

trigger ⇡ 99 ⇡ 99

� 63 69

e+ 40 88
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MEG II sensitivity
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Summary

For the final result of phase I, MEG will 
double the data!

Further improvement of analysis is 
expected.!
Trying to finish analysis in this year.

19

MEG I
Latest publish 7.7

Expectation 5

MEG II Expectation 0.5

Br (μ+→e+γ) sensitivity × 1013

!

MEG II is planned for reaching 10 times higher sensitivity!
Starting new measurements from 2016, three years data-taking.!
Design sensitivity of 5×10-14 on Br(μ+→e+γ) 



Backup
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AIF Analysis

16% improvement of the sensitivity is expected.

Annihilation in flight (AIF) is one of the main BG γ source.!
Mainly come from the target and drift-chamber.!

New analysis was developed to match a vanished positron 
and a hit in LXe detector!
The matching variable will be used in the physics analysis 
as PDFs

21
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Figure 8:

The genuine (G�~y) and uncorrelated (U�~y)

PDFs of three DCH-AIF observables, as de-

fined in Equations (4) and (5). The gen-

uine and uncorrelated PDFs are shown in red

and black respectively. Note the overflow bin

on the right of each distribution, to properly

normalize the PDFs.

However, the distributions in Figure 5 cannot be used as PDFs directly because not
every event contains a reconstructed AIF candidate, and for events with a reconstructed
AIF candidate there are events for which the value of �✓� -AIF

, ��� -AIF

or �t� -AIF

fall
outside the limits of the histograms in Figure 5. Therefore for each distribution in Figure 5
an extra ”overflow” bin is added to hold the part of the distribution that falls outside the
histogram range as well as events without a reconstructed AIF candidate, and the extended
histograms are normalized to unity. This results in properly normalized PDFs as shown
in Figure 8, which can be used in Equations (4) and (5).

5 Implications for sensitivity

To test the power of the DCH-AIF identification in the maximum likelihood fit, the MEG
sensitivity was calculated using MC simulation. The sensitivity is defined as the median
upper limit of the number of signal events at 90% confidence level of an ensemble of
pseudo-experiments, assuming a certain number of background events and N

sig

= 0. To
calculated the sensitivity, an ensemble of 1000 pseudo-experiments was simulated using
the GLBLikelihoodAnalysis task and the following assumptions:

• Each pseudo-experiment is simulated by generating a number of background events
according to the expected background. The exact numbers of generated RMD and
accidental background events for each pseudo-experiment were drawn from Poisso-
nian distributions. The means of these two Poissonians were set to the expected
number of RMD and the expected number of accidental background events in the
signal region of the 2009-2011 data set [5]: hN

R

i = 169.3 and hN
A

i = 2415.

• All PDFs used in the generation of MC events and the subsequent likelihood fits
except the DCH-AIF PDFs are the same as those used in the published analysis of
the 2009-2011 data set [5].

• The confidence interval of each pseudo-experiment is calculated using the asymptotic
approximation instead of the full frequentist method, to save computing time.
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according to the expected background. The exact numbers of generated RMD and
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Figure 8:

The genuine (G�~y) and uncorrelated (U�~y)

PDFs of three DCH-AIF observables, as de-

fined in Equations (4) and (5). The gen-

uine and uncorrelated PDFs are shown in red

and black respectively. Note the overflow bin

on the right of each distribution, to properly

normalize the PDFs.

However, the distributions in Figure 5 cannot be used as PDFs directly because not
every event contains a reconstructed AIF candidate, and for events with a reconstructed
AIF candidate there are events for which the value of �✓� -AIF

, ��� -AIF

or �t� -AIF

fall
outside the limits of the histograms in Figure 5. Therefore for each distribution in Figure 5
an extra ”overflow” bin is added to hold the part of the distribution that falls outside the
histogram range as well as events without a reconstructed AIF candidate, and the extended
histograms are normalized to unity. This results in properly normalized PDFs as shown
in Figure 8, which can be used in Equations (4) and (5).

5 Implications for sensitivity

To test the power of the DCH-AIF identification in the maximum likelihood fit, the MEG
sensitivity was calculated using MC simulation. The sensitivity is defined as the median
upper limit of the number of signal events at 90% confidence level of an ensemble of
pseudo-experiments, assuming a certain number of background events and N

sig

= 0. To
calculated the sensitivity, an ensemble of 1000 pseudo-experiments was simulated using
the GLBLikelihoodAnalysis task and the following assumptions:

• Each pseudo-experiment is simulated by generating a number of background events
according to the expected background. The exact numbers of generated RMD and
accidental background events for each pseudo-experiment were drawn from Poisso-
nian distributions. The means of these two Poissonians were set to the expected
number of RMD and the expected number of accidental background events in the
signal region of the 2009-2011 data set [5]: hN

R

i = 169.3 and hN
A

i = 2415.

• All PDFs used in the generation of MC events and the subsequent likelihood fits
except the DCH-AIF PDFs are the same as those used in the published analysis of
the 2009-2011 data set [5].

• The confidence interval of each pseudo-experiment is calculated using the asymptotic
approximation instead of the full frequentist method, to save computing time.
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VUV-sensitive MPPC

Sensitive to LXe scintillation light, λ~175 nm!

No protection layer, thinner insensitive layer!

Optimized optical property of the surface!

Large sensitive area, 12×12 mm2#

50 μm pixel pitch : ~47–56k pixels in each package!

Metal quench resister suitable for the low temperature use!

Four segments in each package!

Possible to read each segment separately or to connect them 
outside of the package!

Thin quartz window for protection!

Open space between the window and MPPCs to allow LXe 
enter the space!

Different gaps (0.5, 1 or 1.5 mm) to test possibility of discharge 
due to some conductive dusts floating in LXe.
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We developed VUV-sensitive MPPC with Hamamatsu

The first batch of the product delivered in this March

Ceramic Quartz window (~0.5 mm)

MPPC12 mm

15 mm

0.5, 1 or 1.5 mm gap

2.5 mm

2” LXe PMT

VUV MPPC 
(12×12 mm2)

Normal MPPC (3×3 mm2)

model : S10943-3186(X)


